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ABSTRACT: For decades, stable boundary layer (SBL) turbulence has proven challenging to measure, parameterize,
simulate, and interpret. Uncrewed aircraft systems (UAS) are becoming a reliable method to sample the atmospheric
boundary layer, offering new perspectives for understanding the SBL. Moreover, continual computational advances have
enabled the use of large-eddy simulations (LES) to simulate the atmosphere at ever-smaller scales. LES is therefore a pow-
erful tool in establishing a baseline framework to understand the extent to which vertical profiles from UAS can represent
larger-scale SBL flows. To quantify the representativeness of observations from UAS profiles and eddy-covariance obser-
vations within the SBL, we performed a random error analysis using a suite of six large-eddy simulations for a wide range
of stabilities. We combine these random error estimates with emulated observations of a UAS and eddy-covariance sys-
tems to better inform future observational studies. For each experiment, we estimate relative random errors using the
so-called relaxed filtering method for first- and second-order moments as functions of height and averaging time. We show
that the random errors can be on the same order of magnitude as other instrument-based errors due to bias or dynamic re-
sponse. Unlike instrument errors, however, random errors decrease with averaging time. For these reasons, we recommend
coupling UAS observations with other ground-based instruments as well as dynamically adjusting the UAS vertical ascent
rate to account for how errors change with height and stability.

SIGNIFICANCE STATEMENT: Weather-sensing uncrewed aircraft systems are rapidly being realized as effective
tools to collect valuable observations within the atmospheric boundary layer. To fully capitalize on this novel observa-
tional technique, it is necessary to develop an understanding of how well their observations can represent the surround-
ing atmosphere across various spatial and temporal scales. In this study we quantify the representativeness of
atmospheric observations in the stable boundary layer by evaluating the random errors for parameters such as tempera-
ture, wind speed, and fluxes as estimated from a suite of large-eddy simulations. Our results can better inform future
studies utilizing uncrewed aircraft systems by highlighting how random errors in their observations relate to vertical
ascent rate, atmospheric stability, and measurement height.
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1. Introduction

Although dynamics within the stable atmospheric boundary
layer (SBL) have far-reaching implications from pollution dis-
persion to wind energy production, it is also notoriously diffi-
cult to collect representative turbulence measurements within
the SBL. This is because turbulent motions are often orders
of magnitude smaller than flow processes controlling mean
quantities, and small-scale processes can easily be obscured by
mesoscale features. Numerical weather prediction (NWP) mod-
els commonly struggle to forecast winds and temperature near
the surface, which is due in part to a fundamental lack of knowl-
edge of how to represent turbulence within the SBL (Steeneveld
et al. 2008; Sandu et al. 2013; Holtslag et al. 2013). Fortunately,
recent advances in observational techniques are enabling previ-
ously unattainable investigations into these processes.

Measurements using uncrewed aircraft systems (UASs; Joyce
et al. 2021) are showing promise in bridging the so-called data

gap in the atmospheric boundary layer (ABL; e.g., Chilson et al.
2019; Pinto et al. 2021; Houston et al. 2021, and references
therein). In particular, UASs are capable of measuring the
same atmospheric parameters as traditional radiosondes with
comparable accuracy (Bell et al. 2020) while also offering signif-
icantly improved vertical resolution, mobility, and experimental
control. Several recent field campaigns have also incorporated
UASs, such as the Innovative Strategies for Observations in the
Arctic Atmospheric Boundary Layer campaign (ISOBAR;
Kral et al. 2018, 2021; Greene et al. 2022) and the Lower At-
mospheric Profiling Studies at Elevation–A Remotely Piloted
Aircraft Team Experiment (LAPSE-RATE; de Boer et al.
2020a,b). The UASs featured in these campaigns fall into one
of two main categories: rotary- and fixed-wing. Rotary-wing
UASs include both commercial off-the-shelf aircraft outfitted
with sensors (e.g., Islam et al. 2021) as well as custom-built
multicopters such as the University of Oklahoma Copter-
Sonde (Segales et al. 2020; Pillar-Little et al. 2021). These ro-
tary-wing UASs are typically best suited for collecting
observations in vertical profiles, where they offer high vertical
and temporal resolution for analysis of vertical gradients (e.g.,Corresponding author: Brian R. Greene, brian.greene@ou.edu
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Lappin et al. 2022; Greene et al. 2022). In contrast, fixed-wing
UASs are capable of carrying heavier payloads with longer
flight endurances as compared to rotary-wing UASs. Fixed-
wing UASs are therefore better suited for carrying sensor pack-
ages containing turbulence-resolving instruments (e.g., Wildmann
et al. 2014; Rautenberg et al. 2019; Alaoui-Sosse et al. 2022;
de Boer et al. 2022) or bulky chemical species and aerosol instru-
ments (e.g., Schuyler and Guzman 2017; Krautwurst et al. 2021).

Some potential avenues for understanding the ability of
UAS observations to improve NWPmodels include case stud-
ies with novel data assimilation techniques (Flagg et al. 2018;
Jensen et al. 2021, 2022) as well as observing system simula-
tion experiments (OSSEs; Moore 2018; Chilson et al. 2019;
Shenoy 2021). These techniques all require characterization
of the uncertainties involved with the UAS observations,
which for simplicity are typically assumed to be constant and
related to general sensor biases. Considerable progress has
been made in recent years to characterize uncertainties in
UAS observations due to sensor placement (Greene et al. 2018,
2019; Barbieri et al. 2019), sensor response times (Houston and
Keeler 2018, 2020; Segales et al. 2022), and improved wind vec-
tor estimations (González-Rocha et al. 2019, 2020). Although
these studies have been critical for establishing UAS technology
as a legitimate observational technique, few studies have exam-
ined how well these novel platforms can characterize atmo-
spheric flow at larger scales.

A relatively unexplored method of assessing the represen-
tativeness of observations within the SBL is through an analy-
sis of random errors, which arise due to averaging a stochastic
signal over an insufficient time period for the time mean to
converge to the true ensemble mean by the ergodic hypothe-
sis (Lumley and Panofsky 1964; Sreenivasan et al. 1978; Mann
and Lenschow 1994; Lenschow et al. 1994). Random errors
fundamentally differ from those due to instrument bias, im-
precision, or dynamic response, as random errors are miti-
gated by increased averaging time whereas instrumental
errors are relatively unaffected by this and instead require
regular calibration. For context, random errors can still be on
the same order of magnitude as instrumental errors for many pa-
rameters (Salesky et al. 2012; Salesky and Chamecki 2012; Bell
et al. 2020), and theoretically all these errors independently com-
pound. In this study, we leverage a suite of large-eddy simula-
tions (LES) to estimate the random errors for various first- and
second-order turbulence moments at typical averaging periods
along with emulated observations by UAS and eddy-covariance
systems within the SBL to answer the following key questions:

1) How do random errors depend on atmospheric stability
and measurement height for various first- and second-order
turbulence moments?

2) How well do emulated UAS and eddy-covariance meas-
urements represent the ensemble mean?

3) What considerations are necessary to mitigate random
errors for observations in the SBL?

This study is organized as follows: We provide the back-
ground theory for and methods to estimate random errors in
stochastic signals in section 2. In section 3 we describe our

LES code as well as the parameter space of simulations con-
ducted. We then provide an overview for how we adapted exist-
ing methods for random error estimation for use with volumetric
LES output in section 4 and present results in section 5. A discus-
sion on the significance of these results is presented in section 6
before a summary and concluding remarks in section 7.

2. Random errors and the relaxed filtering method

As discussed previously, random errors emerge when a
time series is not averaged long enough for the time mean to
converge sufficiently to the true ensemble mean via the ergo-
dic hypothesis (Lumley and Panofsky 1964; Sreenivasan et al.
1978; Mann and Lenschow 1994; Lenschow et al. 1994). For a
given random variable f, we are therefore interested in the
ability of its temporal mean f to approximate the ensemble
mean h fi. Herein we define temporal averaging with an over-
bar ( · ) and ensemble averaging with brackets h·i. Lumley and
Panofsky (1964) describe the random error of f in terms of its
error variance s2

f
over an averaging period T:

s2
f
(T) 5 1

T

� t01T/2

t02T/2
f (t)dt 2 hf i

[ ]2〈 〉
5 h[ f 2 hf i]2i: (1)

They further show that by assuming statistical stationarity, the
error variance of f can be related to its integral time scale T f as

s 2
f
(T) 5 h f ′2i

N
5

2T f h f ′2i
T

, (2)

where h f ′2i5 h[ f 2 h f i]2i is the ensemble variance of f and
N 5 T/(2T f ) is the number of independent samples. It is then
possible to define a relative error by normalizing the error
standard deviation by the ensemble mean, ef 5 sf /|h f i|, which
yields

ef 5
2T f h f ′2i
h f i2T

[ ]1/2
: (3)

A major drawback of using Eq. (3) to calculate relative ran-
dom errors stems from the difficulty in computing the integral
time scale T f (if it exists at all; see discussion in Dias et al.
2004). In general, the integral time scale of f can be defined as

T f 5

�‘

0
r(t)dt, (4)

where r(t) is the autocorrelation function of f as a function of
lag t, which is defined as

r(t) 5 h[ f (t) 2 h f i][ f (t 1 t) 2 h f i]i
h f ′2i : (5)

To use Eq. (4) for computing the integral time scale for any
real signal, one must impose an upper bound of integration.
This upper bound may be arbitrarily large, but common
choices include the first zero crossing of r(t) (e.g., Sreenivasan
et al. 1978; Lenschow et al. 1994; Salesky et al. 2012), when
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r(t) 5 e21, or at the minimum point of the autocorrelation
(Tritton 1988; Theunissen et al. 2008). Moreover, it is possible
to assume an exponential form of the autocorrelation function
(Lenschow et al. 1994; Kaimal and Finnigan 1994; Sullivan
et al. 2003) or fit a lag-window function (Dias et al. 2004) in
order to compute the integral. Ultimately, the computed
value of T f is highly sensitive to the choice of integration
method, which may not necessarily converge implying the
nonexistence of the integral time scale. In addition to these
computational difficulties, a physical constraint on accurately
calculating an integral time scale depends heavily on the as-
sumption of stationarity in the time series itself. A nonstation-
ary process may possess an autocorrelation function that does
not converge toward zero, which would result in an un-
bounded integral scale. Statistical preprocessing techniques
such as linear detrending may mitigate the effects of nonsta-
tionarity in windows of’1 h, but is not always guaranteed.

It is therefore apparent that one’s ability to determine rela-
tive random errors is impeded by the difficulty in accurately
calculating integral time and length scales. To circumvent
these difficulties, Finkelstein and Sims (2001) introduced a
statistical method for calculating the variance of a covariance
that is based on a sample’s auto and cross covariance func-
tions. While shown to be effective for observational time se-
ries data across a wide range of environments, this method is
only suited for estimating the relative random errors in
second-order turbulence moments. Additionally, Salesky et al.
(2012) proposed the so-called filtering method, which uses a
spatially local flux decomposition to recover a power-law fit
for the error variance of any parameter as a function of aver-
aging time (or averaging length in the case of spatial filters).
The premise is based on the commutative nature of linear fil-
ters, which requires that the vertical flux w′c′ of some quan-
tity c averaged over length L is equivalent to an average of
separately filtered fluxes w̃′c′ (Sagaut 2006; Salesky et al.
2012). Using this commutative property, the standard devia-
tion of the local flux w̃′c′, sw̃′c′ , can be related to the filter
width D via a power law of the form

sw̃′c′ (D) 5 CwcD
21/2, (6)

where the coefficient Cwc is determined via least squares. The
relative random error of the flux for any given averaging
length L can therefore be determined without a priori knowl-
edge of the integral length scale by evaluating Eq. (6) at
D 5 L and normalizing by the mean flux as

ewc 5
sw̃′c′ (L)
hw′c′i : (7)

If desired, it is then possible to recover the integral scale a
posteriori through a combination of Eqs. (6) and (2).

Dias et al. (2018) later expanded upon the work by Salesky
et al. (2012) by acknowledging that fixing the 21/2 exponent
in Eq. (6) still implies the existence of an integral length scale.
They argued that for a wide variety of real-world applications,
Hurst’s phenomenon of long-term persistence (Hurst 1951;
O’Connell et al. 2016) will cause this exponent to deviate

from21/2 and that a more general approach may be more ap-
propriate. By letting this exponent vary freely, Dias et al.
(2018) proposed a relaxed filtering method (RFM) that is ca-
pable of determining error statistics even when an integral
scale does not exist. The RFM thus relies on a generalized
form of Eq. (6), which takes the form

sw̃′c′ (D) 5 CwcD
2p/2, (8)

where the exponent p is allowed to vary freely and can be de-
termined through least squares regression. In this framework,
Dias et al. (2018) showed analytically that 0 , p , 1 is evi-
dence for Hurst’s phenomenon in a stochastic process. Dias
et al. (2018) also noted that the errors estimated by the RFM
generally are higher than those from the method of Lumley
and Panofsky (1964) in Eq. (3) due to accounting for the pres-
ence of Hurst’s phenomenon. Moreover, as Eq. (3) directly
requires that the exponent p 5 1 in Eq. (8), error estimates
from the RFM may not necessarily enable one to calculate an
integral length scale a posteriori as in Salesky et al. (2012).
Readers are directed to the works of Salesky et al. (2012) and
Dias et al. (2018) for the mathematical justification for this
technique. Although we present the general premise for the
RFM in terms of second-order turbulent moments in Eqs.
(6)–(8), this technique is valid in estimating relative random
errors in turbulence moments of any order including, for ex-
ample, the mean velocity or potential temperature. We fur-
ther expand upon the implementation of the RFM using LES
volumetric output in section 4.

3. Large-eddy simulations

a. Code description

We utilize LES code based on Albertson and Parlange
(1999) and Kumar et al. (2006), which solves the filtered rota-
tional form of the incompressible Navier–Stokes equations
for momentum and potential temperature, respectively:

­ũi

­t
1 ũj

­ũi

­xj
2

­ũj

­xi

( )
5 2

1
r

­p̃*

­xi
1 g

ũ 2 hũixy
hũixy

⎛⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎠di3 2 ­tij

­xj

1 f (ũ2 2 Vg)di1 2 f (ũ1 2 Ug)di2,
(9)

­ũ

­t
1 ũj

­ũ

­xj
5 2

­pu
j

­xj
: (10)

In this context, the tilde denotes a filtered quantity, ũi denotes
the filtered velocity vector with i 5 1, 2, 3 representing
streamwise, spanwise, and wall-normal components (respec-
tively), p̃*5 p̃ 1 (1/2)rũ2

i is the modified pressure, u is poten-
tial temperature, dij is the Kronecker delta, tij 5 ũiuj 2 ũiũj
is the SGS stress tensor, pu

j 5 ũuj 2 ũũj is the SGS potential
temperature flux, (Ug, Vg) are the geostrophic wind compo-
nents, and g 5 9.81 m s22 is the acceleration due to gravity.
Brackets with the subscript xy denote horizontal planar aver-
aging. Spatial derivatives are calculated pseudospectrally in
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the horizontal plane and via second-order centered finite
differencing in the vertical, and the second-order Adams–
Bashforth method is utilized for time integration. The subgrid-
scale (SGS) model is based on the Lagrangian-averaged scale-
dependent model described by Bou-Zeid et al. (2005), and
the wall model is based on Monin–Obukhov similarity theory
(MOST; Monin and Obukhov 1954) applied locally with test
filtering at a scale twice the grid spacing to improve average
stress profiles (Bou-Zeid et al. 2005). For simulating the SBL,
we prescribe a surface temperature with a constant cooling
rate as the lower boundary condition. The upper boundary
condition is stress-free and impenetrable, and a sponge layer
is applied in the upper 25% of the domain after Nieuwstadt
et al. (1993). The LES code is parallelized in horizontal (xy)
slabs using message passing interface (MPI; Aoyama and
Nakano 1999).

b. Cases

To simulate the SBL with LES, we impose a lower boundary
condition as a prescribed constant cooling rate Cr 5 2­hu0i/­t
at the surface coupled with a wall model to determine surface
heat fluxes (e.g., Basu et al. 2008; Gibbs et al. 2015). Here we
simulate a series of six idealized SBL cases A–F after those by
Huang and Bou-Zeid (2013), which were in turn based on those
by Kosović and Curry (2000) (Table 1). Kosović and Curry
(2000) originally utilized constant surface cooling rates based on
observations from the Beaufort Sea Arctic Stratus Experiment
and has been the inspiration for numerous other SBL studies
using LES (e.g., Beare et al. 2006; Sullivan et al. 2016; Maronga
et al. 2020; Stoll et al. 2020, and references therein). The six
cases presented by Huang and Bou-Zeid (2013) vary only in
their prescribed values of Cr, and as such were easily adapted
for our purposes.

Our simulated domain was fixed at (Lx, Ly, Lz) 5 (800, 800,
400) m with a horizontally homogeneous land surface of aero-
dynamic roughness length z0 5 0.1 m. The domain size is suffi-
ciently large relative to the integral length scales (Lx ’ 10L)
so that our results are not expected to be influenced signifi-
cantly by the periodic boundary conditions employed in the
horizontal directions. In our code, the roughness lengths for
momentum and heat, z0m and z0h, are chosen to be equal for
consistency with previous studies. We imposed a constant geo-
strophic wind of Ug 5 8 m s21 along with a Coriolis parameter
of f 5 1.318 3 1024 s21 corresponding to a latitude of 658N.
The initial temperature profile (including the surface) was set

to a constant 265 K up to a height of z 5 100 m, above which
the temperature increased with a constant inversion strength
­u/­z5 0.01 K m21.

Due to computational expense, we initialize and run each
simulated case on a domain with n 5 nx 3 ny 3 nz 5 963 total
grid points for six hours of physical time before interpolating
to a grid with n 5 1923 grid points and simulating for four
more hours. At the higher resolution, this equates to a grid
spacing of Df 5 (DxDyDz)

1/3 5 3.31 m. This resolution was se-
lected after performing grid convergence tests with n 2 {963,
1283, 1603, 1923} (see appendix). Our time step Dt was set to a
constant 0.04 s during the spinup simulations, which was then
decreased to a value of 0.02 s in each of the interpolated cases
for numerical stability. Ensemble means are calculated by av-
eraging in horizontal planes and in time over the last hour of
simulation (i.e., h·i 5 h·ixyt), which corresponds to 5.4–7.7
large-eddy turnover times (TL 5 h/u*0, Table 1) and is consis-
tent with other idealized investigations of the SBL (e.g., Huang
and Bou-Zeid 2013; Sullivan et al. 2016; van der Linden et al.
2019; Maronga and Li 2021). Additional analysis of time series
output of numerous simulated parameters as well as SBL depth
and Obukhov length indicate this final hour is quasi stationary
(not shown). To further improve statistical convergence when
calculating second-order turbulent parameters, all first-order
fields are linearly detrended in time.

Bulk properties from the six simulations are summarized in
Table 1. We determine the SBL height h after the mean stress
profile technique by Beare et al. (2006): h is the height where
the mean stress u2* first falls to less than 5% of its surface
value of u2*0 and divided by 0.95. With this definition we en-
sure the majority of turbulent motions are contained within
the SBL. In this framework,

u2* 5 (hu′w′i2 1 hy′w′i2)1/2 (11)

represents the magnitude of the vertical kinematic momentum
flux, and the subscript 0 denotes the value of a quantity at the
lowest grid level. The Obukhov length L5 u2*0hu0i/kgu*0 de-
pends on the von Kármán constant k 5 0.4, and the potential
temperature scale u* 5 2hu′w′i/u*. The height of the low-level
jet (LLJ) is denoted as zj, and we estimate a bulk SBL inver-
sion strength using the top and bottom grid points within the
SBL: Dhui/Dz5 (hu(z5 h)i 2 hu(z5 Dz/2)i)/(h2 Dz/2).

For each of these cases, we consider both mean profiles as
well as emulated observations from UAS and eddy-covariance

TABLE 1. Mean simulation properties for cases A–F averaged over the last physical hour of the simulation, including the surface
cooling rate Cr, SBL height h, surface friction velocity u*0, surface potential temperature scale u*0, Obukhov length L, global stability
h/L, ratio of LLJ to SBL depth zj/h, bulk SBL inversion strength Dhui/Dz, eddy turnover period TL, and number of large-eddy
turnover times nTL.

Case Cr (K h21) h (m) u*0 (m s21) u*0 (K) L (m) h/L (}) zj/h (}) Dhui/Dz (K km21) TL 5 h/u*0 (s) nTL (})

A 0.25 160 0.231 0.0383 93.5 1.71 0.976 10.2 692 5.2
B 0.5 135 0.211 0.0658 45.1 3.00 0.935 24.1 642 5.6
C 1.0 107 0.190 0.112 21.1 5.07 0.911 59.7 563 6.4
D 1.5 93.7 0.180 0.157 13.3 7.05 0.928 101 521 6.9
E 2.0 87.1 0.172 0.198 9.51 9.16 0.926 147 506 7.1
F 2.5 80.5 0.166 0.236 7.28 11.1 0.924 198 485 7.4
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vertical profiles. The emulated UAS and eddy-covariance pro-
files are derived from a virtual tower similar to that described
by Salesky and Anderson (2018): it is located at (x, y) 5 (Lx/2,
Ly/2) and outputs a time series of each of the simulated pa-
rameters at every gridpoint in the vertical and at every simu-
lated time step (recall that Dt 5 0.02 s), yielding data with
dimensions of height and time (Fig. 1a). By assuming a cons-
tant UAS ascent rate, we can determine a time series of its
corresponding vertical coordinates, which we then match and
subsample from interpolated virtual tower data (Fig. 1b). We
then average the resulting one-dimensional time series in the
same way as is customary for true UAS data (e.g., Pillar-Little
et al. 2021; Greene et al. 2022) to obtain an emulated UAS
profile with a constant vertical resolution (Fig. 1c).

In this analysis we utilize averaging times of 3 s and 30 min
for first- and second-order moments, respectively. These times
were chosen with regard to typical averaging time scales when
operating a UAS (3 s) or eddy-covariance system (30 min).
Within the SBL it is common for a rotary-wing UAS to as-
cend at approximately 1 m s21 and to postprocess the data
into altitude bins 3 m high, which corresponds to an averaging
time of about 3 s (e.g., Greene et al. 2022). In general, UAS
data are processed with emphasis on the resulting vertical res-
olution instead of the averaging time for each vertical bin.
Vertical ascent rates from UAS are also typically chosen to
optimize the aircraft’s ability to reach a targeted maximum
height with regards for sensor response times. It is also com-
mon practice to average over blocks varying from 10 to 60 min
when calculating turbulence moments from mast-mounted
eddy-covariance systems. Thus, we chose the 30-min averaging
time as representative of a typical application.

4. Relaxed filtering method applied to large-eddy
simulation output

In this section we describe how we adapted the relaxed filtering
method algorithm from time series output analyzed in Salesky
et al. (2012) and Dias et al. (2018) for use with volumetric data

generated by LES. We implement the RFM for a given variable
f 5 f(x, y, z, t) by first calculating its error variance through the
following steps:

1) Isolate a “pencil” slice of f along the streamwise (x) dimen-
sion at a constant value of y, z, t (Fig. 2a, black curve).

2) Apply an idealized top-hat filter spatially with filter
width D (Fig. 2a, colored curves).

3) Calculate the variance of the filtered signal, s2
f̃
.

4) Repeat steps 2 and 3 using 50 different filter widths
spaced logarithmically such that D 2 [Dx, Lx] to attain
s2
f̃
(D).

5) Repeat steps 1–4 for all y, z, and t in the final physical
hour of simulation.

6) Average the variances in y and t to finally obtain a two-
dimensional error variance that is a function of both fil-
ter width and height: s2

f̃
5 s2

f̃
(D,z).

An example of steps 1–6 is presented in Fig. 2a for f 5 u,
which includes the resulting spatial distributions after 4 levels
of filtering. Calculating error variance along x followed by aver-
aging in y and t method can be interpreted as averaging a row
of instrumented towers spanning the y direction individually
measuring the streamwise flow. Variations on this technique
(e.g., filtering in both x and y and averaging only in t) are be-
yond the scope of this study, but the horizontal homogeneity of
the simulations would likely lead to similar conclusions as this
study.

After calculating the error variance for a given parameter,
the remaining procedure to estimate its corresponding rela-
tive random error for a desired sampling time closely resem-
bles that from Salesky et al. (2012):

7) For a given z, normalize the error variance by its corre-
sponding ensemble variance h f ′2i (Fig. 2b, solid curve).

8) Select a range of filter widths to isolate the normalized
error variance (Fig. 2b, Dmin and Dmax).

9) Fit a function of the form s2
f̃
/h f ′2i5 CfD

2p [similar to
Eq. (8) except utilizing the error variance instead of

FIG. 1. (a) Emulated trajectory of a rotary-wing UAS ascending at a constant rate of 1 m s21 (solid line) and an instantaneous trajectory
(dashed line) overlaid upon a time–height cross section of u from a virtual tower in the center of the LES domain, (b) time series of u ve-
locity sampled by the virtual UAS, and (c) resulting vertical profile of wind speed in its raw state (black) and averaged into 3 m vertical
bins (red).
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standard deviation] within the window selected in step 8
(Fig. 2b, dashed line).

10) Estimate the relative random error of f for a desired
sampling time T by converting to a length L through
Taylor’s hypothesis and substituting into the empirical
power law for normalized error variance obtained in the
previous step (Fig. 2b, black dot).

11) Repeat steps 7–10 for all heights to obtain s2
f̃
(L,z)/

h f ′2(z)i.
12) Finally, compute the relative random error ef (L,z)5

sf̃ (L,z)/h f (z)i using the corresponding ensemble mean.

Note that in step 8 we choose the window of 300–700 m
to fit the power law, which corresponds closely to the
O(10–100) s denoted by Salesky et al. (2012) when invoking
Taylor’s hypothesis. This power law is theoretically valid for
extrapolation to any scale D, as seen in Fig. 2b for a UAS sam-
pling scale LUAS

u that happens to be within the range [Dx, Lx]
where the error variance has also explicitly been calculated.
In this particular case, it is still advantageous in an applied
sense to utilize the extrapolated power law over what would
effectively be a lookup table with the understanding that

random error estimates by the RFM are larger than those by
other direct methods (Dias et al. 2018).

The decision to perform the RFM in spatial coordinates in-
stead of in the time dimension also warrants a brief discussion.
With considerations for hard disk drive storage space, it is not
computationally feasible to save every single volumetric out-
put for the total of 1.26 3 106 time steps. At our prescribed
output frequency, the resulting temporal resolution would
equate to an order of magnitude worse spatial resolution when
invoking Taylor’s hypothesis, so to retain as much information
as possible we iterate over individual streamwise segments as
described previously. In the case that we did perform the
RFM in temporal coordinates, then step 10 would no longer
be necessary as one could simply input the desired sampling
time directly into the derived power law.

To determine errors in wind speed uh 5 (hui2 1 hyi2)1/2,
wind direction a 5 arctan(hui/hyi), and momentum flux u2* ,
we implement error propagation based on these parameters’
functional dependence on the direct LES output of u, y,
hu′w′i, and hy ′w′i. In general, for a given variable c with func-
tional dependence on the variables a, b [i.e., c 5 f(a, b)], it is
possible to relate all of their error variances based on a Taylor

FIG. 2. Graphic demonstration of the relaxed filtering method applied to volumetric LES data.
(a) Raw u vs streamwise distance x from case A centered spanwise in the domain and at a height
of z/h 5 0.14 (black) overlaid with iterations of the signal filtered at varying scales D. (b) y- and
time-averaged variances of u as a function of filter scale D (RFM, solid curve) to which Eq. (8) is
fit between Dmin and Dmax (Fit, dashed line); adapted from Fig. 2 in Salesky et al. (2012). An er-
ror estimate for a UAS sampling time scale TUAS

u can then be extracted from the power law.
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expansion (e.g., Bevington and Robinson 1969; Salesky and
Chamecki 2012) as

s2
c ’ s2

a
­c
­a

( )2
1 s2

b
­c
­b

( )2
1 2 Cov(a,b) ­c

­a
­c
­b

, (12)

where Cov(a, b) is the covariance between the errors in a and
b. In practice, this third error covariance term on the right-
hand side of Eq. (12) is difficult to calculate or interpret even
with full volumetric output from LES. We assume that all er-
rors are uncorrelated, thereby neglecting this term in further
calculations. Applying Eq. (12) to estimate relative random
errors in uh, a, and u2* gives us the following expressions:

euh
5

suh

|huhi|
’

1
huhi

s2
u† hu†i2 1 s2

y† hy†i2
hu†i2 1 hy†i2

( )1/2
, (13a)

ea 5
sa

|hai| ’
1
hai

s2
u†hy†i2 1 s 2

y† hu†i2
(hu†i2 1 hy†i2)2

[ ]1/2
, (13b)

and

eu2*
5

su2*

|u2* |
’

1
u2*

s2
u′w′ hu′w′i2 1 s2

y′w′ hy ′w′i2
u4*

( )1/2
: (13c)

Note that when performing the error propagation calculations
using Eq. (13), we use the unrotated forms of u and y, denoted
u† and y†, along with their associated errors from the RFM.

5. Results

In this section we provide a general overview with the simu-
lated mean profiles for each of cases A–F in section 5a, con-
sider the stability and height dependence of random errors in
section 5c, and consider implications of random errors to obser-
vations collected by UAS and eddy covariance in sections 5d
and 5e, respectively.

a. Mean profiles and instantaneous fields

In general, the wind speed profiles (Fig. 3a) do not change
drastically with stability, although there are subtle differences
in curvature for z/h , 0.4. The low-level jet height zj relative
to the SBL height h is also largely unaffected by stability (see
Table 1). The wind direction profiles (Fig. 3b) are also rela-
tively insensitive to stability, and one can see a general veer-
ing with height consistent with the canonical idealized SBL
(e.g., Zilitinkevich 1989). The potential temperature profiles
(Fig. 3c) demonstrate mean lapse rates that increase strongly
with surface cooling rates, as expected (Table 1).

The profiles of nondimensional momentum and heat fluxes
(Figs. 3d,e) collapse to common curves, with irregularities in
the lowest few grid points likely induced by the wall model.
These profiles compare well with the results from Huang and
Bou-Zeid (2013) for their cases A–F. We acknowledge the col-
lapse of these profiles in particular is sensitive to the choice
in defining the SBL height h. For example, Sullivan et al.
(2016) define their SBL height based on the mean potential

temperature gradient. Regardless, this general collapse indi-
cates the quasi stationarity for these second-order moments as
required for an appropriate random error analysis.

Both the gradient and flux Richardson numbers (Rig and
Rif, respectively) increase strongly with height and stability
(Fig. 3f). Here we define Rig and Rif as

Rig 5
g

hui0
­hui
­z

­hu†i
­z

( )2
1

­hy†i
­z

( )2[ ]21

, (14a)

Rif 5
ghu′w′i
hui0

hu′w′i ­hu†i
­z

1 hy ′w′i ­hy
†i

­z

[ ]21

: (14b)

This results in a turbulent Prandtl number Prt 5 Rig/Rif pro-
file that is relatively constant with height with values between
0.6 and 0.7 (not shown).

The nondimensional streamwise and vertical velocity var-
iances (Figs. 3g,h) display similar trends where the variances
generally decrease with stability in the middle of the SBL. En-
hanced levels of hu′2i between 0.2, z/h , 0.6 for cases E and
F could be signatures of intermittent turbulence or related to
inertial oscillations within the SBL. Finally, the nondimen-
sional potential temperature variance (Fig. 3i) follows two
general trends dependent on stability. In cases A and B the
variance generally increases from the surface up to z/h ’ 0.2,
remains constant up to z/h ’ 0.6, and then decreases with
height. Variances in cases C–F peak close to the surface and
generally decrease with height monotonically for z/h . 0.2.
Common across all cases, however, is that for z/h , 0.1, vari-
ance generally increases with stability. The implications for
this pattern will be discussed further in section 5c.

For a qualitative comparison between cases A and F, Fig. 4
portrays instantaneous x–z cross sections in the center of the
domain for scaled streamwise velocity and potential tempera-
ture. In case A (Figs. 4a,b) there is evidence of turbulent mo-
tions with pockets of high and low momentum throughout as
well as quasi-organized structures within the temperature
fields (e.g., between 1.0 , x/h , 1.8 and 0.3 , z/h , 0.75)
reminiscent of the microfronts observed by Sullivan et al.
(2016). Case F (Figs. 4c,d) appears far more quiescent, as one
may expect for strongly stable conditions. Both the velocity
and temperature fields are highly stratified, and the vertical
extent of eddies are considerably smaller than those in case A.
This perspective supports the expectation that in general, we
would expect integral length scales in the SBL to decrease with
increasing stability.

b. Integral length scales

To provide context for the random error profiles in the fol-
lowing section, in Fig. 5 we include the integral length scales
of first-order parameters determined from the volumetric
LES output. These length scales were calculated along indi-
vidual streamwise samples of the full volumetric field by inte-
grating the sample’s spatial autocorrelation function until the
first zero crossing. This process was repeated and averaged
over all y and time steps as in the RFM described in section 4,
resulting in vertical profiles of integral length scales, L(z).
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For all parameters it is readily apparent that the integral
scales decrease at all heights with stability. For weak stability,
there is a peak in Lu around 0.5 , z/h , 0.7, just below the
level of the LLJ (Fig. 3a), whereas with increasing stability these
scales remain generally constant with height for 0.2 , z/h , 0.8
(Fig. 5a). In general, Lu is larger than Lw for all stabilities and
heights (Fig. 5b), and is comparable in magnitude to Lu

(Fig. 5c). For cases C–F, Lw is of similar length to the LES
filter scale Df below the LLJ, indicating that buoyancy

strongly acts to suppress vertical turbulent mixing through
the characteristic size of eddies.

The integral scale profiles for cases A–C are generally on
par with those presented by Huang and Bou-Zeid (2013)
(note that they did not include an estimate for the potential
temperature length scale), most notably in the shape of the
peaks in Lu and the strong increase in Lw with height for
z/h . 0.6. Interestingly, for cases D–F, our results do not indi-
cate the strong peak in Lu around z/h’ 0.4 that they reported

FIG. 3. Mean profiles of (a) wind speed, (b) wind direction, (c) potential temperature, (d) total (resolved plus SGS) momentum flux,
(e) total heat flux, (f) bulk Richardson number (solid) and flux Richardson number (dashed), (g) streamwise velocity variance, (h) vertical
velocity variance, and (i) potential temperature variance for all cases A–F as a function of z/h. For (d)–(i), quantities are scaled by surface
values of u* and u* where appropriate.
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being related to buoyantly flattened coherent structures. Al-
though our simulations are based on those by Huang and
Bou-Zeid (2013) and other mean profiles compare strongly
(Fig. 3) to theirs, determining the reasoning behind these dis-
crepancies in integral scales is outside the scope of this study.

c. Random error profiles

Utilizing the RFM outlined in sections 2 and 4, in Fig. 6 we
show relative random errors for the first-order thermody-
namic and kinematic parameters typically observed with
UASs as a function of stability and z/h. It is apparent that er-
rors generally decrease with height and stability for wind
speed and direction (Figs. 6a,b), which can logically follow
from the premise that integral length scales for velocity com-
ponents decrease with stability (Figs. 5a,b), and larger errors
are associated with longer integral length scales via Eq. (2).
This is additionally supported by the fact that the dimensional
values of streamwise velocity variance also decreases with sta-
bility (Fig. 3g, recall from Table 1 that u*0 decreases with sta-
bility) which would necessitate longer averaging times at
weak stability to constrain the natural variability in the flow.
To the contrary, relative random errors in potential tempera-
ture actually increase with stability (Fig. 6c), and do not de-
crease as strongly with height. While possibly counterintuitive

at first, this potential temperature error pattern can be justi-
fied physically as follows. As surface cooling increases with
global stability, the near-surface lapse rates increase in magni-
tude more rapidly. From Lumley and Panofsky (1964) and
Wyngaard and Cot (1971), this temporally evolving tempera-
ture gradient is a source term in potential temperature vari-
ance (given a stationary heat flux, which is generally valid in
this case), which would correspondingly increase the amount
of averaging time necessary for a time series mean to con-
verge toward the ensemble mean potential temperature. This
is also consistent with the mean profiles of potential tempera-
ture variance (Fig. 3i) wherein the dimensional value of hu′2i
generally increases with stability (again recall from Table 1
that u*0 increases by an order of magnitude between cases A
and F and therefore so do the dimensional variances). There-
fore, stronger stability begets larger eu, as seen in Fig. 6c.

For all profiles, and especially at lower stabilities, the near-
surface wind speed errors are substantial (i.e., .25%). For
context, a relative random error of 25% implies that a wind
speed of 2 m s21 near the surface could result in an error stan-
dard deviation of at least 0.5 m s21 due just to the limited av-
eraging time. Additionally, a 0.1% error from an observed
u 5 250 K results in an absolute error of only 0.25 K. These errors
are on the same order of magnitude as those due to calibration

FIG. 4. Instantaneous x–z cross sections at y5 Ly/2 of (left) scaled streamwise velocity and (right) potential tempera-
ture for simulations (top) A and (bottom) F.

FIG. 5. Profiles of integral length scales for (a) streamwise velocity, (b) vertical velocity, and (c) potential temperature for all six cases
A–F. The LES filter width Df is plotted as a vertical dashed black line for reference.
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and instrument uncertainty, which are independent of each
other and therefore are compounded. For example, the
CopterSonde rotary-wing UAS is accurate to within 0.6 m s21

and 0.58C compared against radiosondes (Segales et al. 2020;
Bell et al. 2020). The most direct solution to offset these errors
is to increase the averaging times in the lower SBL, which is
then a trade-off between UAS vertical ascent rates and the
vertical resolution desired (discussed further in section 5d).

The relative random errors for second-order moments
based on 30-min averaging times (Fig. 7) also generally de-
crease with stability. Recall that we utilize 30-min averaging
times for these parameters, which is consistent with typical
values used with the eddy-covariance method. The errors in
Reynolds stresses are relatively constant between 5% and
15% from the surface up to z/h ’ 0.7 (Fig. 7a). Due to the
way we define h as a linear extrapolation to where u2*"0, and
since u2* appears in the denominator when calculating eu2*

via
Eq. (13c), the errors near the top of the SBL grow to be con-
siderably larger than near the surface. To a lesser extent this
pattern also occur near the top of the SBL for e

u′w′ for cases
A–C, likely for similar reasons (Fig. 7b).

The errors for heat flux across all cases (Fig. 7b) nearly dou-
ble from the surface to z/h ’ 0.07 for all cases. This may be

indicative of surface layer processes, although it could also be
an artifact of the LES wall model. For 0.15 , z/h , 0.7, e

u′w′
appears to organize into two categories: increasing slowly
with height (cases A and B) and decreasing slowly with height
(cases C–F). These two groups likely correspond to differing
regimes of fully turbulent flow in weakly stable stratification
versus generally weak vertical mixing at higher stability.

The error profiles of velocity and potential temperature
variances (Figs. 7c,d,e) also exhibit this clustering into two pri-
mary groups of 1) cases A and B, and 2) cases C–F. The eu′u′
and e

u′w′ profiles peak around z/h ’ 0.7 for group 1, and
group 2 does not necessarily peak but rather decreases contin-
uously throughout the SBL. For all cases, however, the mag-
nitudes of the relative errors are consistently in the 5%–20%
range for streamwise velocity variance and even narrower
ranges of 2%–8% for vertical velocity variance and 3%–12%
for potential temperature variance. These results are consis-
tent with the notion that turbulence intensity within increas-
ingly stable regimes should become weaker, resulting in
increasingly localized motions with smaller integral scales (as
also hinted to by Fig. 5). The general decrease in height for the
second-order errors combined with decreasing variability for
higher stabilities is also consistent with the “z-less” scaling

FIG. 6. Profiles of relative random errors for (a) wind speed, (b) wind direction, and (c) potential temperature for all six cases A–F. Errors
are calculated based on 3 s averaging times consistent with typical UAS observation processing.

FIG. 7. Profiles of relative random errors for (a) momentum flux, (b) potential temperature flux, (c) streamwise velocity variance,
(d) vertical velocity variance, and (e) potential temperature variance for all six cases A–F. Errors are calculated based on 30-min averaging
times consistent with typical eddy-covariance measurements.
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regime. This is because the distance from the ground loses
relevance as a characteristic length for higher stratification as
turbulence becomes more localized and mixing lengths de-
pend more on parameters such as wind shear and buoyancy
frequency (e.g., van de Wiel et al. 2008; Huang et al. 2013;
Sorbjan 2017; Greene et al. 2022). Since these parameters do
not change dramatically with height in the quasi-stationary
cases presented, it is reasonable to conclude that the corre-
sponding second-order integral length scales would similarly
remain relatively constant with height, thereby resulting in
the observed profiles of relative random errors in the second-
order moments.

The exponent p determined by least squares fitting of Eq.
(8) lies within the range 0.8 , p , 1.2 for all parameters
shown at all heights and stabilities (not shown). This corre-
sponds to a similar range in the Hurst exponent H as found
Dias et al. (2018) using sonic anemometer data, indicating
that Hurst’s phenomenon is indeed influencing the flow dy-
namics. Therefore, error estimates by the RFM will generally
exceed those by the Lumley and Panofsky method of Eq. (1)
and the existence of an integral scale is dubious (Dias et al.
2004, 2018). Regardless, we include these integral scales
(Fig. 5) for improved physical understanding of the random
error results.

d. Implications for uncrewed aircraft system
measurements

A UAS takes a finite amount of time to fly a vertical profile,
and the atmosphere is continually evolving while it does so.
Figure 1 conceptualizes this for a UAS ascending at 1 m s21

through the depth of the SBL, which in this case would take
about three minutes to reach a height of z5 h. In this section we
emulate a rotary-wing UAS ascending through the simulated do-
main at a fixed rate as described in section 3b. Note that these
emulated profiles assume idealized thermodynamic and kinematic
sensors free from bias, imprecision, or dynamic response errors,
as we are strictly interested in the impact of random errors on ob-
served profiles. Finally, we calculate random error bounds for
these emulated profiles based on the results from the previous
section for comparison with the ensemble mean profiles (i.e.,
Fig. 3). These error bounds physically represent the error stan-
dard deviation sf for a given parameter f due to inadequate sam-
pling time [recall Eqs. (1) and (8)], which we refer to succinctly as
the random error. They are determined by combining an ob-
served parameter fobs(z) with its corresponding relative random
error ef (z) as sf (z)5 fobs(z)ef (z) to yield a dimensional value. In
Fig. 8 (and later in Fig. 11), these dimensional values of random
error are shaded around the emulated observation values at each

FIG. 8. Profiles of (left) wind speed, (center) wind direction, and (right) potential temperature from cases (top) A and (bottom) F. The
solid black line in each is the horizontally and temporally averaged ensemble mean reproduced from Fig. 3. Each colored solid line repre-
sents observations from an emulated UAS profile ascending at 1 m s21 and averaged in 3 s bins. Dark (light) shading denotes 1 (3) error
standard deviations.
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height corresponding to the 1s and 3s levels, which should virtu-
ally capture the full range of random errors in an ensemble of
realizations.

In Fig. 8 we demonstrate the ability of emulated UAS pro-
files to represent the ensemble mean for wind speed, wind di-
rection, and potential temperature in cases A and F. In general,
it is apparent that the UAS profiles are more variable with
height in case A (Figs. 8a–c) as compared to case F (Figs. 8d–f).
This is likely related to the integral length scales being smaller
at high stability (Fig. 5) resulting in smaller random errors for
case F. Each of these UAS profiles exhibit differences relative
to their respective ensemble means, and these differences are
also smaller for higher stability. For both cases A and F, the
random errors in wind direction (Figs. 8b,e) near the surface
are substantial at these averaging times, with 3s ranges of
around 908. This is related to the relatively low wind speeds
close to the surface, which some observational systems have dif-
ficulty measuring to begin with. We also note that the uncer-
tainty range in wind speed for case A (Fig. 8a) spans between 0
and 4 m s21 at the 3s level, which may further add to opera-
tional difficulties in determining representative wind directions
at weak stability. Although the emulated profiles of wind speed
for case F (Fig. 8d) generally converge to the ensemble means

on their own due to shorter integral length scales at high stabili-
ties, it is still apparent that errors for z/h, 0.2 are on similar or-
der of magnitude to the observations themselves.

With these results, it is therefore apparent that maintaining
constant ascent rates (and corresponding constant averaging
times) for UAS within the SBL may result in disproportion-
ately large random errors close to the ground. To address this
issue, Fig. 9 portrays the parameter space of relative errors
contoured as functions of both z/h and averaging times for
cases A and F. It is initially apparent that these errors drop
off rapidly with averaging time, which follows directly from
the power-law relationship fundamental to these estimations
[Eq. (8)]. One can see that it is generally difficult to mitigate
errors in uh and a below z/h, 0.1 for both cases without aver-
aging for an impractical amount of time, as UAS battery ca-
pacity becomes a limiting factor in the ability to sample the
entire SBL in a single flight. This issue can potentially be
overcome through pairing UAS operations with other continu-
ally sampling sensors such as eddy-covariance systems or
ground-based remote sensors, which can be averaged arbi-
trarily long to supplement UAS profiles. It is additionally ap-
parent from Figs. 9c and 9f that the errors in potential
temperature are small (but not negligible) across the displayed

FIG. 9. Contours of relative random errors in (left) wind speed, (center) wind direction, and (right) potential temperature as functions
of height and averaging time during cases (top) A and (bottom) F. For reference, the vertical dashed line denotes an averaging time of 3 s,
and the solid black contours denote error levels of 10% in (a) and (d) and 2% in (b) and (e). Note that the y axis for each panel is logarith-
mic and the color scale range varies for each parameter.
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parameter space. In case A there is little dependence on either
z/h or averaging time, whereas these dependencies are mod-
estly stronger in case F.

Due to the adaptive abilities of UAS technology, it is possi-
ble for a UAS operator to optimize a flight plan that accounts
for random error dependencies on stability, height, and aver-
aging time. For example, if an end user wishes to specify a
threshold of random errors they deem acceptable, they would
first need to obtain an estimate of atmospheric stability from,
e.g., an instrumented tower to estimate the local surface cool-
ing rate or Obukhov length, a ground-based remote sensor
that can estimate the SBL depth, or the static stability as mea-
sured by a previous UAS flight or radiosonde launch to com-
pare with the values in Table 1. It is also possible to estimate
the dimensionless parameter z/L from multiple levels of

tower-based observations utilizing Monin–Obukhov similarity
functions (Launiainen and Vihma 1990). With this informa-
tion, a UAS could be programmed in a predefined mission to
ascend at variable rates. This variable ascent rate would enable
a constant postprocessed vertical resolution and also takes
into account the necessary amount of averaging time required
at each height to reach the desired threshold. Figure 10 high-
lights this process for uh and a in cases A and F assuming cons-
tant 3 m altitude bins after averaging. These bins were chosen
as a trade-off between the accuracy of typical UAS autopilot
altitude estimations and the desire to achieve the highest rea-
sonable vertical resolution (see Greene et al. 2022). Note that
we omitted the analysis ascent rate accounting for u, as the av-
eraging times necessary to approach e 5 1% were so short
that the ascent rate was effectively not a factor.

FIG. 10. Optimal ascent rates for various error levels for observations collected during an emulated UAS vertical
profile with constant 3 m altitude bins for the following: (top) wind speed, (bottom) wind direction, (left) case A,
(right) case F. For reference, a vertical solid gray line is included for a 1 m s21 ascent rate, and the vertical dashed red
lines denote the minimum constant ascent rate required to reach z5 h within 15 min.
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From Fig. 10 it is readily apparent that to achieve euh
# 5%

for z/h , 0.2, a UAS must ascend with a vertical velocity yz of
O(0:01–0:1)m s21 across all stabilities. A similar trend is also
discernible for ea, although relative random errors are gener-
ally smaller for a, and therefore, higher ascent rates are war-
ranted. Herein lies a significant challenge when designing a
UAS flight strategy: the total battery discharge time for a ro-
tary-wing UAS utilizing lithium-polymer batteries such as the
CopterSonde is generally ’15 min (Segales et al. 2020). As-
cending at# 0.1 m s21 for z/h, 0.2 would therefore not guar-
antee enough battery charge to ascend the full depth of the
SBL. In Fig. 10 we visually represent this by overlaying the
minimum ascent rate required to reach z 5 h within 15 min.
A UAS operator is thus presented with a trade-off when de-
signing a flight strategy. They could either fly slowly close to
the surface to minimize random errors but risk not sampling
the entire SBL in one flight, or they could sacrifice the ran-
dom error uncertainty to prioritize a maximum flight altitude.

In section 5e we continue this analysis for second-order mo-
ments that may be collected by eddy-covariance systems or
fixed-wing UASs with a turbulence-resolving sensor payload.

e. Implications for eddy-covariance measurements

Determining second-order turbulence moments from ob-
servations within the SBL requires substantially longer aver-
aging times than for first-order moments to achieve similar
levels of relative random errors (see Fig. 7; Lenschow et al.
1994; Mann and Lenschow 1994; Dias et al. 2004). This con-
cept will be especially important as sensors continue to minia-
turize and both rotary- and fixed-wing UASs can more
reliably collect turbulence-resolving observations. We again
employ the virtual tower output described in section 3b to em-
ulate eddy-covariance observations that are sampled simulta-
neously. This framework could be interpreted as 1) a tall
instrumented tower or a collection of either 2) fixed-wing
UASs flying at fixed-altitude circling within the horizontal do-
main or 3) vertically dispersed rotary-wing UASs hovering at
a fixed position in space.

The resulting emulated profiles of normalized fluxes and
variances are presented in Fig. 11 for cases A and F. One can
see from Fig. 11 that in general the 30-min eddy-covariance
profiles approximate the ensemble means reasonably well
across the range of stabilities. The error bounds for each of
the four second-order moments also encapsulate the ensem-
ble mean profiles for virtually all heights and stabilities. The
mean absolute differences between the emulated and ensem-
ble mean profiles are also generally smaller for case F than
case A, which follows the same trends we have observed
throughout the study.

The emulated eddy-covariance profiles averaged over only
1 min depict a vastly different scenario. These 1-min profiles
in case A vary substantially with height, with the only discern-
ible trends being a gradual decrease with z/h (Figs. 11e–h).
The case F 1-min profiles are at least on the same order of
magnitude as the ensemble mean, but also demonstrate con-
siderable variability with height (Figs. 11m–p). The corre-
sponding random error bounds are also substantial, often on

the same order of magnitude as the fluxes and variances
themselves. While these results are perhaps unsurprising, they
are provided as emphasis that many considerations are neces-
sary to properly calculate physically meaningful second-order
turbulence moments as it becomes more accessible to obtain
the necessary observations with UAS.

To expand upon the two discrete averaging times for the
emulated profiles demonstrated previously in Fig. 11, we con-
sider the parameter space of averaging times as a function of
stability, z/h, and desired level of relative random errors. In
Fig. 12, one can draw the comparison to the framework pre-
sented in Fig. 10, except in this case we are concerned only
with averaging times at each height. In case A (Figs. 12a–e)
for example, it is difficult to achieve errors less than 5% near
the surface, as the necessary averaging times exceed 1 h, and
the ABL cannot always be expected to be quasi stationary
over these long averaging periods. One is again potentially
faced with a trade-off in the application of these results, and
may need to compromise on the level of acceptable random
errors for observations collected near the surface. On the con-
trary, achieving even a 10% error level is far more accessible
across all stabilities, heights, and parameters, with averaging
times ranging between 10 and 30 min. The velocity variance
component error profiles in both cases (Figs. 12c,d,h,i) as well
as potential temperature variance (Figs. 12e,j) require even
shorter averaging times for e . 10% at all heights, at 15 min
or less. These relatively short averaging times for the velocity
variances are again indicative of the weak nature of turbu-
lence intensity in the SBL that correspond to small integral
length scales. For weak stability it generally requires more av-
eraging time to constrain u′u′ and u′u′ than it does for w′w′
for a given error level, but they become more comparable at
high stability.

6. Discussion

Clearly there is no universal means to mitigate random er-
rors for any of the considered first- and second-order turbu-
lence moments. Even with careful experimental considerations
for atmospheric stability, instrumentation heights, and averag-
ing times, without access to an infinitely dense observational
network, random errors are unavoidable for observations of
real-world geophysical flows. We therefore analyze these re-
sults by contextualizing the random errors one might expect
for their observations across a realistic parameter space.

Given the magnitude of errors in first-order moments near
the surface, it may be difficult for a UAS to adequately sample
for long enough and still reach the target maximum altitude
on a single battery charge. For this reason, we recommend
conducting UAS operations in proximity to surface-based ob-
servational systems whenever possible. Tower-mounted instru-
ments and ground-based remote sensors (i.e., Doppler wind
lidars, microwave radiometers, etc.) have the advantage of
continually observing at a fixed location in space (Smith et al.
2019, 2021; Bonin et al. 2020). Therefore, the raw time series
output from these sensors can be averaged at longer temporal
periods than for UAS observations to mitigate random errors
close to the surface.
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FIG. 11. Profiles of normalized (a),(f),(k),(p) momentum flux, (b),(g),(l),(q) heat flux, (c),(h),(m),(r) streamwise velocity
variance, (d),(i),(n),(s) vertical velocity variance, and (e),(j),(o),(t) potential temperature variance from cases (row 1),(row 2)
A and (row 3),(row 4) F. The emulated profiles are evaluated for 30 min averaging time in rows 1 and 3 and 1 min in rows 2
and 4. As in Fig. 8, the solid black lines denote the xyt-averaged LES output whereas the colored lines are emulated virtual
eddy-covariance (EC) towers in the center of the domain. Dark (light) shading denotes 1 (3) standard deviation of random
errors.
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Another possibility for improving the representativeness of
UAS observations involves the temporal averaging of multi-
ple vertical profiles as in Greene et al. (2022). This technique
consists of averaging discontinuous subsamples of the overall
atmospheric flow at a fixed point, which may have nonlinear
impacts on the overall reduction in random errors. Similarly,
one could also consider the averaging of multiple simulta-
neous UAS profiles distributed spatially within a target do-
main (Balsley et al. 2018; van den Heever et al. 2021). The
exact quantification of these methods is beyond the scope of
this study, but it logically follows that these would be effective
methods of reducing random errors in general.

The quantification of random errors for potential tempera-
ture variance are of particular interest with regards to recent
studies in the SBL using distributed temperature sensors com-
pared with instrumented towers (Peltola et al. 2021), UAS
(Higgins et al. 2018), and tethered balloons (Fritz et al. 2021;
Lapo et al. 2022). As technology advances and rotary-wing
UAS sensors continue to miniaturize, it is possible that poten-
tial temperature variance may be easier to observe directly
when compared with velocity component variances, which typ-
ically rely on complex autopilot-based physical retrievals for
estimates.

We acknowledge that this study only addresses an idealized
parameter space with respect to the SBL. True geophysical
flows are rarely characterized by horizontally homogeneous
topography or land surface usage, and the diurnal cycle can
drastically impact the assumption of stationarity. Regardless,
the results from this study retain significant utility as a base-
line of random errors, especially since the RFM has also been
shown to produce larger estimates than through alternative
methods (Dias et al. 2018).

It is important to note that random errors are not directly
comparable with instrumental errors due to their underlying
sources. Random errors are resultant of fundamental stochas-
tic processes, and are to be interpreted as how well a given
observation can represent the overall flow in an ensemble
sense. This is not necessarily the same interpretation of instru-
mental biases or imprecision, which relate the ability of a sen-
sor to describe its ambient environment at any given time.
Further studies are necessary to determine how to best com-
bine these sources of error for the purposes of NWP data as-
similation of SBL observations.

Finally, as with any study with wall-modeled LES, reason-
able uncertainty exists for all results close to the surface. This
is largely due to the inability of LES to explicitly resolve tur-
bulent motions in the viscous sublayer and instead relying on
a wall model (in our case based on the dimensionless Monin–
Obukhov similarity functions). Especially at higher stabilities,
this may affect the resulting random error profiles close to the
surface, although to what extent remains unknown. A recent
pair of studies by Chinita et al. (2022a,b) used LES with a
very small domain size and a 10 cm grid resolution to better
resolve the surface layer of SBLs, which could potentially be
suitable for comparisons with ground-based instrumented mete-
orological masts. A direct numerical simulation or wall-resolved
LES would likewise provide more detailed information close to
the wall, but these investigations are beyond the scope of the
present study.

7. Conclusions

As UAS and eddy-covariance observations continue to
demonstrate their utility for studies of the SBL, it is becoming

FIG. 12. Profiles of necessary eddy-covariance averaging times (Tavg) to reach specified levels of relative random error for cases (top) A
and (bottom) F. The second-order moments include (a),(f) momentum flux, (b),(g) temperature flux, (c),(h) streamwise velocity variance,
(d),(i) vertical velocity variance, and (e),(j) potential temperature variance.
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increasingly important to characterize how well these systems
can represent the stably stratified flows at larger scales. In this
study we address this issue through the lens of random error
analyses of first- and second-order turbulence moments as es-
timated with the relaxed filtering method (Dias et al. 2018)
applied to LES output. Our main findings from this study in
the context of the scientific questions posed are as follows:

1) Random errors decrease with height for all first-order
moments. Errors decrease with stability for wind speed
and direction, but increase for potential temperature. In
general, the errors in second-order moments are smaller

than those in wind speed and potential temperature, but
are strongly dependent on stability.

2) The emulated UAS and eddy-covariance profiles ap-
proximate the ensemble mean reasonably well for the
cases shown, and the addition of the random error
bounds explicitly demonstrates the representativeness of
these profiles. Moreover, the emulated eddy-covariance
profiles highlight the importance of sufficient averaging
periods toward producing physically meaningful
statistics.

3) Dynamically modifying the ascent rate of a UAS flying a
vertical profile can be one method of decreasing the

TABLE A1. Mean simulation properties for cases A and F for grid convergence. Here we include the x and z filter widths Dx and Dz,
characteristic filter width Df 5 (DxDyDx)

1/3, time step Dt, and other parameters as in Table 1.

Case Resolution (}) Dx (m) Dz (m) Df (m) Dt (s) h (m) L (m) h/L (}) u*0 (m s21) zj/h (})

A 963 8.33 4.17 6.61 0.04 175 93.0 1.88 0.239 0.926
1283 6.25 3.12 4.96 0.02 167 91.2 1.84 0.232 0.950
1603 5.00 2.50 3.97 0.02 166 93.0 1.78 0.233 0.950
1923 4.17 2.08 3.31 0.02 160 93.5 1.71 0.231 0.976

F 963 8.33 4.17 6.61 0.04 99.7 7.64 13.1 0.177 0.908
1283 6.25 3.12 4.96 0.02 91.2 7.61 12.0 0.174 0.915
1603 5.00 2.50 3.97 0.02 83.4 7.47 11.2 0.170 0.950
1923 4.17 2.08 3.31 0.02 80.5 7.28 11.1 0.166 0.924

FIG. A1. Grid sensitivity for case A run at four different resolutions. Parameters are averaged in the xy plane over the last physical hour
of simulation. (a) Wind speed, (b) wind direction, (c) potential temperature, (d) normalized momentum flux, (e) normalized heat flux, and
(f) normalized streamwise velocity variance.
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random errors in first-order quantities, especially close
to the surface. Whenever possible, it would be advanta-
geous to couple UAS operations with other ground-
based sensors such as instrumented masts and remote
sensors to better constrain the random errors for z/h ,

0.1. Trade-offs between acceptable random errors and
UAS ascent rates may also be necessary with considera-
tions for UAS battery life.

It is important to recall that the random errors considered
here are independent from errors arising due to instrument
biases, imprecision, dynamic response, etc., but it is not clear
how these error sources compound quantitatively. Since re-
sults indicate that random errors can be on the same order of
magnitude as the other sources mentioned, they should there-
fore receive careful considerations in the context of NWP,
data assimilation, and other general investigations of the SBL.
We additionally acknowledge that only a limited parameter
space was considered in this study, which is due in part to
computational expense. Future work would ideally include
iterations over model configurations such as flow over com-
plex terrain and heterogeneous surface conditions to broaden
this parameter space.
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APPENDIX

Grid Convergence Tests

To investigate the effects of model grid spacing on our
LES results, here we present the results from a series of
grid convergence tests. The cases presented in this study
were simulated in an 800 3 800 3 400 m3 domain with a
numerical grid consisting of 1923 total points. This was de-
cided upon after first simulating cases A and F at additional
resolutions of 963, 1283, 1603, and 1923 (see Table A1). The
1283, 1603, and 1923 simulations were first run at a resolu-
tion of 963 for 6 physical hours before being interpolated to
their final resolution and continued for another 4 physical
hours. The 963 simulation was run for 10 total hours with-
out interpolation.

FIG. A2. As in Fig. A1, but for case F.
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Mean profiles of relevant quantities are plotted in Fig. A1
for case A and Fig. A2 for case F, and simulation parameters
are outlined in Table A1. The mean first-order profiles for case
A (Figs. A1a–c) show clear convergence for resolutions of 1283

and higher, whereas the second-order profiles (Figs. A1d–f)
show stronger convergence at the 1603 and higher resolutions.
The 1923 profile of normalized heat flux resides in between
those from the 963 resolution and the 1283 and 1603 resolutions,
which is most pronounced for 0.4 , z/h , 0.8; however, this
spread is ultimately not that large. The largest spread between
resolutions for case A occurs in the normalized streamwise ve-
locity variance profiles (Fig. A1f), with the largest difference
occurring for z/h , 0.3. Of note for these profiles is that the
dynamic Smagorinsky SGS model is only written for the devia-
toric part of the SGS stress tensor, so the velocity variance
components are determined as hu′2i5 hũ′ũ′i. Therefore, it is
not entirely surprising that the convergence of the variance pro-
files will depend somewhat on model resolution as increasing
energy can be resolved for increasing resolutions.

Similarly, in case F there is reasonable convergence among
all profiles at resolutions of 1603 and above. The maximum
wind speed within the LLJ is slightly decreased at the 963

resolution, but this appears to converge on a similar value
for increasing resolutions. The 963 potential temperature pro-
file in Fig. A2c appears warmer than the others, possibly due

to the limitations of the LES wall model at this relatively
coarse resolution and low-level temperature gradients. The
momentum and heat flux profiles demonstrate little to no de-
pendence on resolution, which is a testament to the ability of
the LASD SGS model to simulate the subgrid contributions
of these terms (Bou-Zeid et al. 2005). Finally, the streamwise
velocity variance profiles vary the most out of the parameters
presented here, although the relatively small differences between
the 1603 and 1923 resolutions imply a reasonable convergence.

Due to the relevance of the integral length scale to this
study, in Fig. A3 are the resulting profiles of integral scales
evaluated at each grid resolution for simulations A and F.
For case A, in the lower half of the SBL all of the integral
scales converge reasonably well at all resolutions. In the up-
per half of the SBL, there is some divergence in particular
for Lu and Lu, where it is observed that higher resolutions
lead to larger integral length scales. This can perhaps be ex-
plained by the ability of the LES to resolve turbulence pro-
duced below the LLJ at finer and finer scales, which will
lead to an enhancement in coherence. In case F it is notable
that the integral scales grow slowly with increasing resolu-
tion for all parameters at all heights, and especially for Lw
(Fig. A3e) which follows fairly closely with the LES filter
width for each resolution considered. This is evidence that
the LES filter extends toward the peak in resolved spectral

FIG. A3. Grid sensitivity for cases (top) A and (bottom) F. Plotted are integral length scales of (a),(d) streamwise velocity, (b),(e) vertical
velocity, and (c),(f) potential temperature.

G R E ENE AND SA L E S K Y 587FEBRUARY 2023

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 08/02/23 01:46 PM UTC



energy density, and the SGS model is heavily relied upon
to model vertical transport at high stabilities. It therefore
makes sense that the integral scales for case F tend to de-
pend on LES grid resolution, as a finer grid will be able to
explicitly resolve additional energy in the flow.

Overall, it is apparent that the 1923 simulations provide a
sufficient level of resolution for this study of random errors
within the SBL. Although studies simulating the SBL with
LES have been conducted at resolutions on the order of
10243 (e.g., Sullivan et al. 2016; Maronga and Li 2021), this
type of model configuration is unobtainable with our cur-
rent computational resources. Moreover, recent literature
still reports a sensitivity to grid spacing even down to a
spacing of 0.39 m wherein SBL heights continually decrease
without a proper convergence (Sullivan et al. 2016; Maronga
et al. 2020; Dai et al. 2021; Maronga and Li 2021). Although
Maronga and Li (2021) recently recommend simulating closer
to 40 physical hours instead of 10 as in studies based off the
GABLS project (Beare et al. 2006; Huang and Bou-Zeid
2013), this is also computationally prohibitive. Regardless, for
our study we believe the 1923 resolution with Df 5 3.31 m,
when coupled with the LASD SGS model, is sufficient.
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